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Quantum chemistry calculations have been used to study the uncatalyzed transfer hydrogenation between a
range of hydrogen donors and acceptors, in the gas phase and in solution. Our study shows in the first place
that in order to obtain reliable condensed-phase transition structures, it is necessary to perform geometry
optimization in the presence of a continuum. In addition, the use of a free energy of solvation obtained with
the UB3-LYP/6-31+G(d,p)/IEF-PCM/UA0 combination, in conjunction with UMPWB1K/6-311+G(3df,-
2p)//B3-LYP/6-31+G(d,p) gas-phase energies, gives the best agreement with experimental barriers. In
condensed phases, the geometries and energies of the transition structures are found to relate to one another
in a manner consistent with the Hammond postulate. There is also a correlation between the barriers and the
energies of the radical intermediates in accord with the Bell-Evans-Polanyi principle. We find that in the
gas phase, all the transfer-hydrogenation reactions examined proceed via a radical pathway. In condensed
phases, some of the reactions follow a radical mechanism regardless of the solvent.HoweVer, for some reactions
there is a change from a radical mechanism to an ionic mechanism as the solVent becomes more polar.Our
calculations indicate that the detection of radical adducts by EPR does not necessarily indicate a predominant
radical mechanism, because of the possibility of a concurrent ionic reaction. We also find that the transition
structures for these reactions do not necessarily have a strong resemblance to the intermediates, and therefore
one should be cautious in utilizing the influence of polar effects on the rate of reaction as a means of determining
the mechanism.

1. Introduction

Transfer hydrogenations are reactions that involve a net
transfer of two hydrogen atoms from a donor molecule to an
acceptor containing unsaturated bonds (e.g., CdC, CdO, or Cd
N).1 These reactions play a vital role in coal liquefaction,
aromatization reactions with nitroarenes or quinones, and
possibly biochemical dehydrogenations.2 In contrast to conven-
tional transition-metal-catalyzed hydrogenation reactions,3 trans-
fer hydrogenations may be carried out in the absence of metals
by employing high temperatures. Such conditions are naturally
attractive, as they offer an environmentally benign alternative
to present industrial methods of hydrogenation. A large variety
of compounds with weakly bound hydrogen atoms can be
employed as H-donors, in conjunction with a broad range of
H-acceptors such as alkenes, ketones, polycyanoalkenes, quino-
nes, and molecules containing nitro or nitroso groups, making
transfer hydrogenation a versatile reaction. Indeed, this type of
reaction has been recently identified as a potential prototype
for the process of coherently controlled racemic purification.4

A typical example of transfer hydrogenation is provided by
the condensed-phase reaction between acridan (ACD) and
R-methylstyrene (AMS), which gives acridine and isopropyl-
benzene.5 Two of the more probable mechanisms are hydrogen
atom transfer (pathway A) and hydride transfer (pathway B),
as shown in reaction 1. Based on the minimal polar substituent
effects observed, it was proposed that the transfer hydrogenation

of acridan with R-methylstyrene proceeds via the biradical
pathway (pathway A).

Likewise, based on observed pressure effects and density
functional theory (DFT) calculations, the transfer-hydrogenation
reactions of hydroaromatic compounds with benzoquinones, e.g.,
the transfer hydrogenation between 1,4-cyclohexadiene (CHD)
and 2,3-dichloro-5,6-dicyano-1,4-benzoquinone (DDQ), are also
believed to proceed via a biradical mechanism (reaction 2).6

On the other hand, there have been numerous reports dealing
with the same type of reaction (i.e., hydroaromatic compounds
with benzoquinones) in which an ionic mechanism has been
proposed,7 whereby the mechanism involves a transfer of
hydride (rather than a hydrogen atom) to the quinone oxygen,
followed by a proton transfer (i.e., pathway B). As part of a
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continuing investigation,8 we have been interested in pursuing
the fundamentals of transition-metal-free hydrogenation. In the
present paper, we address the question of when does a transfer-
hydrogenation reaction proceed via a radical pathway and when
does it proceed via an ionic pathway, using density functional
theory (DFT) calculations. The reactions shown as 1 and 2
above, as well as the additional reactions 3-6, are examined
as representative examples of transfer-hydrogenation reactions.

Reactions 1, 2, 5, and 6 involving systems of moderate size
are investigated in detail, while reactions 3 and 4 involving
larger systems are studied less fully. The hydrogen donors and
acceptors examined, together with their acronyms, are displayed
in Figure 1.

2. Theoretical Procedures

Standard density functional theory calculations9 were carried
out with the GAUSSIAN 03 program.10 Geometries were
optimized at the B3-LYP/6-31+G(d,p) level of theory. The
intrinsic reaction coordinate (IRC) method was employed to
confirm that each transition structure is linked to the appropriate
adjacent minima. Improved relative energies were obtained with
MPWB1K11 with the 6-311+G(3df,2p) basis set. It has been
found that, for prototypical transfer-hydrogenation reactions,
geometries and energies obtained at these levels yield relative
energies that are comparable to those obtained from high-level
single- and multireference ab initio methods.8g

Because the transition structures potentially involve biradicals,
this leads to a multireference problem whose solution requires
a satisfactory account of nondynamical correlation. It has been
shown that unrestricted broken-symmetry (UBS, denoted U
hereafter for simplicity) DFT procedures perform surprisingly
well in such situations.12 This has been attributed to the implicit
and explicit inclusion of nondynamical correlation effects in
UDFT via the form of the exchange-correlation functional. In
the present study, geometry optimizations, frequencies, and

single-point energy calculations were carried out with both
restricted (R) and unrestricted (U) methods. We find that
UMPWB1K single-point energies are always significantly lower
than the corresponding RMPWB1K values. This is consistent
with our previous finding that in the transfer hydrogenation
between ethane and ethene,8g RDFT procedures lead to sub-
stantially higher barriers when compared with high-level ab
initio values, while the UDFT barriers are comparable to the
high-level ab initio barriers. Consequently, unless otherwise
noted, barriers reported in the text are those corresponding to
UMPWB1K single-point energies for the transition structures.

In wave function-based methods such as Hartree-Fock, an
unrestricted solution of the wave function contains contributions
from higher spin states, predominantly the state of next highest
multiplicity, e.g., for a singlet, the unrestricted wave function
normally shows some triplet character. The degree of spin
contamination for a ground-state singlet can serve as a qualita-
tive indication of the extent of biradical character, because it
largely reflects the contribution from the biradical triplet state.
A measure of the degree of spin contamination is in turn given
by the deviation in the expectation value of the spin-squared
operator,〈S2〉, from the value for a pure spin state.13 The value
of 〈S2〉 would be 0 for a pure singlet and 2 for a pure triplet.
For UDFT methods, it has been argued that〈S2〉 in the Kohn-
Sham wave function is not well defined.14 However, efforts to
calculate〈S2〉 for UDFT based on methods such as the Lo¨wdin
formula15 and the spin magnetization density16 have yielded
results consistent with the〈S2〉 values obtained from the KS
orbitals. It has thus been concluded that, while〈S2〉 values
calculated from the KS orbitals may not be formally correct,
they are still reasonably meaningful and contain relevant
information. Therefore, KS〈S2〉 values are used in the present
study as a means of indicating the extent of biradical character
in the transition structures. A strictly ionic TS would have an
〈S2〉 value of zero, while a TS with biradical character would
have a nonzero〈S2〉.

In addition to the major contribution from relative energies
at 0 K, relative free energies at finite temperatures include
thermal corrections to enthalpies (Htemp) and absolute entropies
(S), which we have obtained from B3-LYP/6-31+G(d,p)
frequencies (298 K and 1 M, unless otherwise noted). Literature
scale factors17 were used in the evaluation of the zero-point
vibrational energies (ZPVE), enthalpies, and entropies from the
B3-LYP/6-31+G(d,p) harmonic vibrational frequencies. Unless
otherwise noted, the values of 0.9806, 0.9989, and 1.0015 were
employed in calculating ZPVE,Htemp, andSvalues, respectively
(corresponding to 298 K in the last two cases). Geometrical
parameters in the text refer to B3-LYP/6-31+G(d,p) values.
Relative energies (∆E) correspond to MPWB1K/6-311+G(3df,-
2p) values at 0 K, incorporating zero-point vibrational energies
(ZPVEs) derived from scaled B3-LYP/6-31+G(d,p) frequencies.
Unless otherwise noted, relative enthalpies (∆H), entropies (∆S),
and free energies (∆G) correspond to 298 K values. Mulliken

Figure 1. Acronyms for hydrogen donors and hydrogen acceptors.
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charges and spin densities18 were obtained at the UB3-LYP/6-
31+G(d,p) level.

Free energies of solvation (∆Gsolv) were evaluated by using
two polarizable continuum models (PCMs) of solvation, specif-
ically the integral-equation-formalism PCM model (IEF-PCM)19

and the conductor-like PCM model (C-PCM).20 The choice of
cavity used in such approaches can lead to vastly different free
energies of solvation. We evaluated three different sets of
cavities in the present study, namely, UA0, UAHF, and UAKS.
The UA0 cavities are derived by using the united atom
topological model (UATM),21 using atomic radii from the
universal force field (UFF).22 The UAHF and UAKS cavities
are obtained with UATM and radii optimized for free energies
of solvation (in water) for a test set of molecules at the HF/6-
31G(d) and PBE0/6-31G(d) levels. We find that the combination
of B3-LYP/6-31+G(d,p), the IEF-PCM solvation model, and
UA0 cavities gives free-energy barriers that are in best agree-
ment with experiment (see below). Therefore, unless otherwise
noted, free energies of solvation were obtained by using this
combination of computational method, continuum model, and
atomic radii.

Preliminary calculations indicate that optimizations incorpo-
rating continuum solvation yield geometries for equilibrium
structures similar to those obtained in the gas phase. As a result,
there are only small differences in the MPWB1K/6-311+G-
(3df,2p) barriers (<2 kJ mol-1) compared with those obtained
with condensed-phase geometries. However, the geometries of
some of the transition structures obtained in the presence of a
continuum deviate significantly from the gas-phase structures,
and this leads to larger differences in the high-level single-point
barriers (∼10 kJ mol-1). In light of these findings, solvent effects
for equilibrium structures have been evaluated with single-point-
energy calculations on the gas-phase geometries, whereas
solvent effects for transition structures, unless otherwise noted,
have been obtained by using geometries optimized in the
presence of a continuum.

3. Results and Discussion

3.1. Acridan (ACD)/R-Methylstyrene (AMS). The reaction
between acridan andR-methylstyrene (eq 1) is mildly exother-
mic, with a free energy of reaction of-40.5 kJ mol-1 in the
gas phase (Table 1). Optimization with UB3-LYP gives transi-
tion structures that are similar to those obtained with RB3-LYP.
The UMPWB1K single-point calculations, however, lead to
significantly lower relative energies (by up to 34 kJ mol-1) than
RMPWB1K.

The transition structures have considerable biradical character,
as indicated by the〈S2〉 values of 0.18 and 0.41, for the transition
structures for the first (TS1) and second (TS2) steps, respec-
tively. The energy, enthalpy, and free energy of the radical
intermediates are substantially lower than those of the ionic

intermediates. This, together with the biradical character of the
transition structures, suggests that a radical mechanism is
preferred over an ionic one, consistent with the conclusion
reached previously on the basis of experimental observations.5

The calculated transition structures resemble the geometries
for the intermediates more than those for the reactants, as
indicated by the substantially shorter lengths for H‚‚‚C2 (TS1)
and N‚‚‚H (TS2) (∼1.2 Å) compared with those for C1‚‚‚H
and H‚‚‚C3 (∼1.6 Å), respectively (Table 2). For this reaction,
the optimized transition structures are relatively insensitive to
the solvent (variations<0.01 Å). Nonetheless, there is a slight
trend for both transition structures to become earlier (shorter
C1‚‚‚H for TS1 and longer H‚‚‚C3 for TS2) as the solvent
becomes more polar. While these effects are very small, we
point them out here because similar but more significant trends
are observed for other reactions investigated (to be discussed
below).

The condensed-phase free-energy profile calculated at the
UMPWB1K/6-311+G(3df,2p) level (Table 3) is generally
relatively insensitive to the methodology employed for the
calculation of the free energy of solvation. For example, B3-
LYP and HF give rise to relative energies that are generally
within 5 kJ mol-1 of one another. One exception is TS2, for
which the relative energies with RB3-LYP solvation are
substantially higher than the corresponding RHF values (Table
S4 of the Supporting Information). In addition, the C-PCM
model leads to relative energies that are very similar ((1 kJ
mol-1) to the corresponding IEF-PCM values. On the other
hand, while UAKS and UAHF cavities give very similar ((3
kJ mol-1) relative energies, the use of UA0 atomic radii leads
to significantly lower barriers and to lower relative energies for
the ionic intermediates. The barriers obtained with UA0 cavities
are in fact in better agreement with experiment (overestimated
by up to 10 kJ mol-1), than those employing UAKS and UAHF
atomic radii (overestimated by up to 35 kJ mol-1). It has been
previously demonstrated that, while the C-PCM/UAKS meth-
odology gives good agreement with experimental∆Gsolv and
pKa for molecules at their equilibrium geometry, it overestimates
barriers by up to 40 kJ mol-1.23 Our observations for the
C-PCM/UAKS model are consistent with these previous find-
ings.23 As a result of these comparisons, we have chosen the
B3-LYP/6-31+G(d,p)/IEF-PCM/UA0 combination to obtain the
condensed-phase free-energy profiles for the remaining reactions
in this paper. For the ACD/AMS reaction, the use of gas-phase
geometries for the transition structures leads to relative energies

TABLE 1: Gas-Phase Energy (kJ mol-1), Enthalpy (kJ
mol-1), Entropy (J mol-1 K-1), and Free-Energy (kJ mol-1)
Profiles for the Transfer Hydrogenation between Acridan
(ACD) and r-Methylstyrene (AMS)

intermediates

TS1 (R) TS1 (U) radical ionic TS2 (R) TS2 (U) products

∆Ea 145.2 131.7 95.6 576.6 168.5 137.2-33.7
∆Hb 152.7 140.3 103.2 582.7 177.3 145.8-31.3
∆Sb -110.2 -98.1 52.5 32.1 -99.7 -96.3 16.2
∆Gb 215.9 196.6 73.1 564.4 234.5 200.9-40.5

a 0 K values.b 573 K, which was the temperature employed in the
experimental studies.5 Scale factors of 0.9806 (ZPVE), 0.9816 (∆Htemp),
and 0.9910 (S) (corresponding to 573 K) were used.17

TABLE 2: Selected Interatomic Distances (Å) for the
Transition Structures for Transfer Hydrogenation between
Acridan and r-Methylstyrene, Optimized at the UB3-LYP/
6-31+G(d,p) Level in Various Solvents

TS1 TS2

solventa C1‚‚‚H H‚‚‚C2 C1‚‚‚C2 N‚‚‚H H‚‚‚C3 N‚‚‚C3

gas phase 1.600 1.234 2.833 1.153 1.637 2.766
heptane 1.598 1.234 2.831 1.151 1.643 2.769
ether 1.596 1.234 2.830 1.148 1.650 2.774
acetone 1.595 1.234 2.829 1.147 1.653 2.776
CH3CN 1.595 1.234 2.829 1.146 1.654 2.777

a The solvents are listed in ascending order of their dielectric constant
(ε). Theε values for vacuum, heptane, ether, acetone, and acetonitrile
(CH3CN) are 1.0, 1.9, 4.3, 20.7, and 36.6, respectively.
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similar to those obtained with condensed-phase geometries ((5
kJ mol-1). This is consistent with the similarity in the gas-phase
and condensed-phase transition structures (Table 2) but this
observation does not hold for some of the other reactions
examined.

The free-energy profile for the reaction between acridan and
R-methylstyrene is relatively insensitive to the solvent, with the
exception of the relative energies for the ionic intermediates,
which decrease dramatically as the polarity of the solvent
increases (Table 4). Among the four solvents studied, the barriers
for both steps lie within a range of 10 kJ mol-1. This is
consistent with the experimental observation that the rate of
reaction is rather independent of the solvent.1a The barrier for
the first step generally decreases with increasing polarity of the
solvent. This is consistent with an earlier transition structure in
a more polar solvent, as discussed above (Table 2) and in accord
with the Hammond postulate.24 On the other hand, there is no
obvious trend in the barrier for the second step. While the
relative energy of the ionic intermediates decreases considerably
as the solvent becomes more polar, it remains substantially
higher (by more than 130 kJ mol-1) than that of the radical
intermediates, even in the most polar solvent examined. Thus,
the radical pathway appears to be favored in all solvents
examined. This is supported by the〈S2〉 values of 0.18, 0.17,
0.17, and 0.17 for TS1 in heptane, ether, acetone, and CH3CN,
respectively, and the respective〈S2〉 values for TS2 of 0.39,
0.38, 0.39, and 0.34.

To further elucidate the nature of the reaction in various
solvents, structures that lead from TS1 to the intermediates were
obtained from IRC calculations. The Mulliken spin and charge

densities for theâ-hydrogenated-R-methylstyrene fragments of
these structures along the reaction coordinate are shown in
Figure 2. Both spin and charge densities can be seen to be rather
insensitive to the solvent along the entire reaction coordinate
examined. This is in accord with the previous observations that
the geometries (Table 2) and relative energies (Table 4) also
have little dependence on the solvent. While the charge densities
remain close to zero along the reaction coordinate in all solvents
examined, the spin densities increase gradually as the structures
approach those of the intermediates. This further strengthens
the proposition of a radical mechanism.

3.2. 1,4-Cyclohexadiene (CHD)/2,3-Dichloro-5,6-dicyano-
1,4-benzoquinone (DDQ).For the reaction between 1,4-
cyclohexadiene (CHD) and 2,3-dichloro-5,6-dicyano-1,4-ben-
zoquinone (DDQ) (eq 2), we were unable to locate a transition
structure for the second step involving hydrogen atom/proton
transfer between the intermediates to form the final products
(i.e., analogous to TS2 in the ACD/AMS reactions) despite
numerous attempts. Preliminary rigid scans (Figure 3) indicate
that this process is likely to be barrier-free at the B3-LYP,
MPWB1K, HF, and MP2 levels of theory with the 6-31+G-
(d,p) basis set. Similarly, for the CHD/PBQ (section 3.4) and
DHP/PBQ (section 3.5) reactions, we have not been able to
locate a transition structure for the reaction between the
intermediates to form the product. Presumably this is associated
with the high exothermicity of this step in the CHD/DDQ (Table
5), CHD/DDQ (Table 9) and DHP/PBQ (Table 11) reactions.
For the gas-phase reaction between 1,4-cyclohexadiene and
DDQ, we find that the ionic intermediates have significantly
higher energies than the radical intermediates, indicative of a
radical pathway.

Selected interatomic distances for TS1 in the transfer
hydrogenation between 1,4-cyclohexadiene (CHD) and DDQ,
optimized at the UB3-LYP/6-31+G(d,p) level in various
solvents, are displayed in Table 6. We can see that, as the
polarity of the solvent increases, the transition structure for the
transfer-hydrogenation reaction between 1,4-cyclohexadiene and
DDQ becomes earlier, i.e., more reactant-like (shorter C‚‚‚H
and longer H‚‚‚O).

Results for the condensed-phase (heptane and ether) free-
energy profile of transfer hydrogenation between 1,4-cyclo-
hexadiene with DDQ (Table 7) show that the use of UAKS

TABLE 3: Condensed-Phase UMPWB1K/6-311+G(3df,2p) Free-Energy Profilesa (kJ mol-1) for the Transfer-Hydrogenation
Reaction between Acridan andr-Methylstyrene, with Free Energies of Solvation Obtained with Various Methodologies

intermediates

solventb methodc continuum cavity TS1d radical ionic TS2d products

acetone (20.7) UB3-LYP IEF-PCM UAKS 214.1e 70.3 247.9 220.2e -40.5
UB3-LYP IEF-PCM UAKS 210.1 70.3 247.9 221.7 -40.5
UB3-LYP IEF-PCM UAHF 210.3 70.5 249.3 219.8 -40.3
UB3-LYP IEF-PCM UA0 187.9e 72.3 214.7 210.4e -33.1
UB3-LYP IEF-PCM UA0 188.4 72.3 214.7 212.2 -33.1
UHF IEF-PCM UAKS 213.8 74.3 246.0 222.5 -40.9
UHF C-PCM UAKS 214.1 74.4 245.2 222.9 -40.7

CH3CN (36.6) UB3-LYP IEF-PCM UAKS 210.7e 70.4 240.3 216.1e -40.3
UB3-LYP IEF-PCM UAKS 206.0 70.4 240.3 217.9 -40.3
UB3-LYP IEF-PCM UAHF 206.2 70.6 241.8 215.7 -40.2
UB3-LYP IEF-PCM UA0 179.7e 72.4 206.5 202.7e -32.3
UB3-LYP IEF-PCM UA0 180.2 72.4 206.5 204.4 -32.3
UHF IEF-PCM UAKS 209.9 74.6 238.3 218.7 -40.7
UHF C-PCM UAKS 210.0 74.7 237.8 218.9 -40.6

triglyme (7.2) Expt 177.8
pyridine (13.3) Expt 178.2
NMA f (179.0) Expt 177.0

a 573 K values.b Dielectric constants (ε) of the solvents are shown in parentheses.c The 6-31+G(d,p) basis set was used in the calculation of
∆Gsolv. d Condensed-phase geometries were used unless noted otherwise.e Gas-phase geometries.f N-Methylacetamide.

TABLE 4: Free-Energy Profiles (kJ mol-1) for the
Transfer-Hydrogenation Reaction between Acridan and
r-Methylstyrene in Various Solvents

intermediates

solvent TS1a radical ionic TS2a products

gas phase 196.6 73.1 564.4 200.9 -40.5
heptane 190.1 73.6 393.1 202.7 -36.8
ether 185.3 73.1 285.7 204.0 -34.8
acetone 188.4 72.3 214.7 212.2 -33.1
CH3CN 180.2 72.4 206.5 204.4 -32.3

a Geometries of the condensed-phase transition structures were
optimized in the presence of their respective solvent continuum.
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cavities leads to higher relative energies than with UA0 atomic
radii. The differences between the UAKS and UA0 values are
more noticeable for the ionic intermediates and the transition
structure (up to 13 kJ mol-1). For the CHD/DDQ reaction (Table
7), the UA0 cavities give barriers that are more consistent with
the experimental values, as also observed above for the ACD/
AMS reaction. These results further reinforce our choice of the
B3-LYP/6-31+G(d,p)/IEF-PCM/UA0 model for the calculation
of free energies of solvation. The use of gas-phase geometries
leads to substantial differences in barriers compared with those

obtained from condensed-phase geometries (up to 8 kJ mol-1).
This is consistent with the fact that the condensed-phase
optimized geometries differ significantly from the gas-phase
geometries for this reaction (variations of up to∼0.1 Å,
Table 6).

For the transfer-hydrogenation reaction between 1,4-cyclo-
hexadiene and DDQ in various solvents (Table 5), the barrier
varies within a narrow range of 10 kJ mol-1, with a slight trend
of decreasing barrier with increasing solvent polarity. This
suggests that there is a relatively small extent of charge
separation at this stage of the reaction. The overall reaction
becomes more exothermic as the polarity of the solvent
increases. We observe similar effects of solvent on the overall
exothermicity for the CHD/PBQ (Table 9) and DHP/PBQ (Table
11) reactions. This is presumably due to the presence of the
more polar OH moiety in the hydroquinone products in these
reactions, as opposed to the less polar CdO group in the quinone
reactants.

Figure 2. UB3-LYP/6-31+G(d,p) spin (S) and charge (C) densities for theâ-hydrogenated-R-methylstyrene moiety in TS1 (1) and subsequent
structures (2-10) along the IRC in the direction of the intermediates, for the reaction between acridan andR-methylstyrene in various solvents.

Figure 3. Gas-phase rigid scans (r(C6H6-H)) for hydrogen transfer between the intermediates (C6H7
• and DDQH•) in the transfer-hydrogenation

reaction of 1,4-cyclohexadiene with DDQ. The 6-31+G(d,p) basis set was employed throughout.

TABLE 5: Free-Energy Profiles (kJ mol-1) for the
Transfer-Hydrogenation Reaction between
1,4-Cyclohexadiene (CHD) and DDQ in Various Solvents

intermediates

solvent TS1 radical ionic products

gas phase 92.2 16.3 321.1 -247.6
heptane 94.8 8.8 133.3 -255.1
ether 90.1 3.0 20.4 -259.4
acetone 91.2 -1.7 -49.9 -262.5
CH3CN 85.8 -2.7 -58.2 -263.7

TABLE 6: Selected Interatomic Distances (Å) for TS1 in the
Transfer Hydrogenation between 1,4-Cyclohexadiene and
DDQ, Optimized at the UB3-LYP/6-31+G(d,p) Level in
Various Solvents

C‚‚‚H H‚‚‚O C‚‚‚O

gas phase 1.377 1.207 2.567
heptane 1.352 1.232 2.566
ether 1.319 1.272 2.570
acetone 1.308 1.288 2.573
CH3CN 1.305 1.291 2.574

TABLE 7: Condensed-Phase Free-Energy Profiles (kJ
mol-1) for the Transfer-Hydrogenation Reaction between
1,4-Cyclohexadiene and DDQ, with Free Energies of
Solvation Obtained with Various Methodologiesa

intermediates

solventb cavity TS1c radical ionic products

heptane (1.9) UAKS 103.9d 12.6 146.6 -247.8
UAKS 107.4 12.6 146.6 -247.8
UA0 91.2d 8.8 133.3 -255.1
UA0 94.8 8.8 133.3 -255.1

ether (4.3) UAKS 95.8d 9.1 26.5 -242.9
UAKS 103.0 9.1 26.5 -242.9
UA0 82.5d 3.0 20.4 -259.4
UA0 90.1 3.0 20.4 -259.4

dioxane (2.2) Expt 84.1

a The B3-LYP/6-31+G(d,p) method and the IEF-PCM continuum
model were employed.b Dielectric constants (ε) of the solvents are
shown in parentheses.c Condensed-phase geometries were used unless
noted otherwise.d Gas-phase geometries.
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There is little variation with solvent in the relative energies
for the radical intermediates but a large variation for the ionic
intermediates (Table 5). Intriguingly, for the CHD/DDQ reaction
the radical intermediates are substantially lower in energy (by
more than 120 kJ mol-1) only in the gas phase and in heptane.
For the reaction in ether, the radical and ionic intermediates
have similar energies (within 20 kJ mol-1), while in acetone
and CH3CN the ionic intermediates are markedly lower in
energy (by more than 40 kJ mol-1). These results indicate that
for the CHD/DDQ reaction in heptane, a radical mechanism is
favored. This is consistent with the radical mechanism proposed
on the basis of experimental observations, as the dielectric
constant of heptane (1.9) is close to that (2.2) of the dioxane
solvent used experimentally. However, in more polar solvents,
namely, acetone and CH3CN, the ionic mechanism is more likely
to be the dominant pathway, while in ether both pathways may
be operative. Thus, a change in the mechanism with the solvent
appears likely for this reaction. This proposition is supported
by the〈S2〉 values for the transition structure for the reactions,
which decrease dramatically as the solvent becomes more polar.
Thus, the〈S2〉 values for TS1 optimized in the gas phase,
heptane, ether, acetone, and CH3CN are 0.11, 0.06, 0.00, 0.00,
and 0.00, respectively. In the last three cases, numerous attempts
at optimizing unrestricted transition structures led to restricted
solutions with zero〈S2〉 values.

To further elucidate the potential of a change in mechanism
with respect to the solvent, various structures starting from TS1
and moving in the direction of the intermediates were obtained
from IRC calculations. The total spin and charge densities of
the O-hydrogenated-DDQ fragment (DDQH) of these structures
are plotted against the reaction coordinate in Figure 4. The
DDQH moiety in the reaction profile has significant negative
charge along the reaction coordinate in all solvents. This
indicates the ionic nature of the CHD/DDQ reaction, and is
presumably due to the ability of the electron-withdrawing chloro
and cyano groups on DDQ to stabilize the DDQH- ion.

Both the spin and charge densities along the reaction
coordinate are substantially influenced by the solvent. For the
reactions in the two least polar media, namely, the gas phase
and heptane, the spin densities increase steadily from about 0.2
to a plateau of approximately 0.6 and 0.4 respectively for the
gas-phase reaction and the reaction in heptane. On the other
hand, the charge densities both in the gas phase and in heptane
become more negative at a slower pace compared with the
corresponding changes in spin densities, and remain in a
narrower range of 0.1. These variations in the spin and charge
densities are more consistent with a mechanism that involves
intermediate radicals than ions, and are in accord with the
relative energies of the radical and ionic intermediates (Table 5).

For the reaction in ether, the spin density increases initially
from zero to a maximum of about 0.2 before steadily declining.

The corresponding charge density becomes more negative,
moving from -0.4 to -0.6 as the reaction progresses. An
intriguing feature of the CHD/DDQ reaction is that with the
most polar solvents, namely, acetone and CH3CN, there is zero
spin density along the entire reaction coordinate. Numerous
attempts at locating unrestricted solutions for these structures
in acetone or CH3CN all led to restricted solutions. The
corresponding charge density becomes more negative, changing
from -0.4 in the transition structure to-0.8. These observations
suggest an ionic rather than a radical mechanism, which is
consistent with the lower energy of the ionic intermediates
relative to the radical intermediates (Table 5). Thus, the
variations in the spin- and charge-density profiles in various
solvents point toward a change in reaction mechanism with
solvent polarity, in a similar manner to that suggested by the
variation in relative energies between the radical and ionic
intermediates.

3.3. 9,10-Dihydroanthracene (DHA)/DDQ and Acridan
(ACD)/DDQ. 9,10-Dihydroanthracene (DHA) has been ob-
served to react with DDQ in dioxane (ε ) 2.2) to give
anthracene quantitatively.25 A spin-trapping experiment with
nitrosobenzene yielded the EPR spectrum of the radical-adduct
a shown in Figure 5. Similarly, in the reaction between acridan
and DDQ in acetonitrile, with nitrosobenzene as the spin-trap,
a well-resolved EPR spectrum was obtained,1a,25which is likely
to be associated with a similar radical adduct (adductb in Figure

Figure 4. UB3-LYP/6-31+G(d,p) spin (S) and charge (C) densities for the O-hydrogenated-DDQ moiety in TS1 (1) and subsequent structures
(2-10) along the IRC in the direction of the intermediates, for the reaction between 1,4-cyclohexadiene and DDQ in various solvents.

Figure 5. Radical adduct (a) identified in the reaction between 9,10-
dihydroanthracene and DDQ in the presence of nitrosobenzene, and a
possible adduct (b) in the reaction between acridan and DDQ in the
presence of nitrosobenzene.

Figure 6. Free-energy profile (energies in kJ mol-1 shown in
parentheses) for the transfer-hydrogenation reaction between the donor
acridan (denoted DH2) and the acceptor DDQ (denoted A) in aceto-
nitrile, in the presence of nitrosobenzene (PhNO).
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5). These results indicate the presence of radicals under the
conditions employed in these two reactions, and thus argue in
favor of radical over ionic mechanisms.

The overall reaction of 9,10-dihydroanthracene with DDQ
(eq 3, Table 8) is highly exothermic. In addition, the relative
energies for the radical and ionic intermediates suggest a change
in mechanism from radical to ionic as the solvent becomes more
polar. Our finding that, in a relatively nonpolar solvent such as
heptane (ε ) 1.9), the radical mechanism is likely to be the
dominant pathway is consistent with the experimental observa-
tion of radicals in spin-trapping experiments in dioxane (ε )
2.2).25 However, we predict that this is less likely to be the
case in more polar solvents.

For the reaction of acridan with DDQ (eq 4, Table 8), the
radical intermediates are again lower in energy than the ionic
intermediates in the gas phase and in heptane. On the other hand,
for the reactions in ether, acetone, and CH3CN, the ionic
intermediates are substantially lower in energy than the radical
intermediates. This is in apparent contradiction to experiment,
in which spin-trapping with nitrosobenzene indicates the pres-
ence of radicals in the reaction of acridan with DDQ in
acetonitrile.1a,25 To explore for possible reasons behind the
apparent discrepancy between our calculated results and the
experimental observations, we investigated the reactions between
the 9-monohydroacridine intermediates, both radical and cat-
ionic, with the spin-trapping agent nitrosobenzene. The relative
free energies for the species involved in the transfer-hydrogena-
tion reaction in the presence of PhNO in acetonitrile are shown
in Figure 6, in which the donor acridan is denoted DH2 while
the acceptor DDQ is denoted A.

There is a modest barrier (47 kJ mol-1) to the formation of
the adduct between monohydroacridine radical and nitrosoben-
zene [DH-PhNO]•. On the other hand, due to less favorable
thermodynamics (∆G ) +103 kJ mol-1), the barrier for the
combination of monohydroacridine cation with nitrosobenzene
to give the ionic adduct [DH-PhNO]+ is considerably higher
(105 kJ mol-1). A striking feature of the free-energy profile is
that, although the initial ion pair (DH+ + AH-) has a lower
energy than the radical pair (DH• + AH•), the ion pair involving
the adduct with nitrosobenzene ([DH-PhNO]+ + AH-) lies
higher in energy than the corresponding radical pair ([DH-

PhNO]• + AH•). Presumably, the lower energy of the radical-
adduct pair leads to its eventual formation, and hence this may
account for the signals detected in EPR experiments.

A possible pathway from the initially formed ion pair is
illustrated in Figure 7. In this pathway, the monohydroacridine
cation is first trapped by nitrosobenzene, following which
electron transfer from the DDQH- anion to the cationic adduct
gives the final radical pair. The first step is an endothermic
process, with a barrier of 105 kJ mol-1 (Figure 6), while the
electron-transfer step is exothermic by 30 kJ mol-1. Therefore,
trapping of the cationic intermediate by nitrosobenzene is likely
to be the rate-limiting step in the generation of the radical adduct.
Presumably, the highly exothermic hydride-transfer reaction
from acridan to DDQ that precedes the trapping reaction (Figure
6) partially supplies the energy required to overcome the barrier.
Alternatively, a small amount of the radical pair could be
produced from the reactants, and the subsequent trapping of
monohydroacridine radical by nitrosobenzene may also con-
tribute to the formation of the radical adduct.

3.4. 1,4-Cyclohexadiene (CHD)/p-Benzoquinone (PBQ).
For the transfer-hydrogenation reaction between 1,4-cyclohexa-
diene (CHD) andp-benzoquinone (PBQ) (eq 5), the barriers in
various solvents span a narrow range of 13 kJ mol-1, with a
more polar solvent giving a lower barrier than a less polar
solvent. The energy of the radical intermediates also decreases
from 36.3 kJ mol-1 to 16.1 kJ mol-1 as the polarity of the
solvent increases. There is a more dramatic decrease in the
energies of the ionic intermediates as the solvent becomes more
polar, with the energy dropping by 237 kJ mol-1. Despite the

Figure 7. A possible pathway for the formation of the radical adduct between monohydroacridine and nitrosobenzene from the initially formed ion
pair in the reaction between acridan and DDQ in acetonitrile.

Figure 8. UB3-LYP/6-31+G(d,p) spin (S) and charge (C) densities for the O-hydrogenated-quinone moiety in TS1 (1) and subsequent structures
(2-10) along the IRC in the direction of the intermediates, for the reaction between 1,4-cyclohexadiene andp-benzoquinone in various solvents.

TABLE 8: Free-Energy Profiles (kJ mol-1) for the
Transfer-Hydrogenation Reaction between Donors
9,10-Dihydroanthracene (DHA) and Acridan (ACD) with the
Acceptor DDQ in Various Solvents

9,10-dihydroanthracene acridan

intermediates intermediates

solvent radical ionic products radical ionic products

gas phase 18.0 278.4-159.3 1.9 196.4 -138.1
heptane 10.8 114.8 -166.2 -6.1 29.2 -141.7
ether 5.4 16.4 -170.0 -12.3 -71.9 -142.7
acetone 0.7 -44.8 -173.1 -17.5 -135.7 -142.8
CH3CN -0.2 -52.0 -174.0 -18.5 -143.2 -143.1
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substantial lowering of the energy of the ionic intermediates
with polar solvents such as acetone and CH3CN, their energy
remains higher than that for the radical intermediates by more
than 50 kJ mol-1. Thus, the relative energies of the radical and
ionic intermediates seem to indicate a predominantly radical
mechanism in all solvents investigated.

For the CHD/PBQ reaction, the transition structure becomes
more reactant-like as the polarity of the solvent increases (Table
10). Thus, the C‚‚‚H bond of cyclohexadiene that is involved
in the transfer hydrogenation becomes shorter, while the H‚‚‚O

distance in the monohydroquinone moiety becomes longer. For
this reaction, the magnitude of the variation in bond distances
is ∼0.03-0.04 Å. The〈S2〉 values for the transition structure
optimized in heptane, ether, acetone, and CH3CN are 0.15, 0.05,
0.00, and 0.00, respectively. The trend in these〈S2〉 values points
toward a possible change in mechanism from radical to ionic
as the solvent becomes more polar. This is in contrast to what
would be expected from the relative energies of the radical and
ionic intermediates, which suggest a radical pathway for the
reaction in all solvents examined.

To clarify the mechanism of the reaction in various solvents,
the spin and charge densities of the O-hydrogenated-p-benzo-
quinone moiety (PBQH) in the structures along the IRC were
analyzed (Figure 8). The spin and charge densities of the PBQH
fragment show a significant sensitivity to solvent. With a more
polar solvent, the spin density is lower and the charge is more
negative. As the reaction progresses, the spin density increases
rapidly in all solvents, and the charge on the PBQH moiety
becomes more negative. The change in the charge density on
the PBQH fragment is relatively independent of the solvent,
with the PBQH moiety in the final IRC structure being∼0.1
more negative than that in the TS.

When the trends in the spin density are compared with those
in the charge density, it is evident that as the reaction progresses,
the PBQH moiety develops more radical character than ionic
character, regardless of the solvent. This is suggestive of a
radical mechanism for the transfer-hydrogenation reaction in
all solvents investigated, and is consistent with the lower
energies for the radical intermediates compared with those for
the ionic intermediates (Table 9). The zero or very low〈S2〉
values for the TS in the more polar solvents appear to indicate
a relatively small extent of development of radical character in
the C6H7

• and PBQH• fragments at this stage of the reaction.
3.5. 1,4-Dihydropyridine (DHP)/p-Benzoquinone (PBQ).

For the reaction between 1,4-dihydropyridine (DHP) and

Figure 9. UB3-LYP/6-31+G(d,p) spin (S) and charge (C) densities for the O-hydrogenated-quinone moiety in TS1 (1) and subsequent structures
(2-10) along the IRC in the direction of the intermediates, for the reaction between 1,4-dihydropyridine andp-benzoquinone in various solvents.

Figure 10. Gas-phase free-energy barriers for the initial hydrogen
transfer (0 K, kJ mol-1) versus free energies of the intermediates (0 K,
kJ mol-1) for reactions 1, 2, 5, and 6.

Figure 11. The breaking XD‚‚‚H distances (Å) in the transition
structures for the hydrogen transfer XD-H + YA f XD

• + H-YA
• in

reactions 1, 2, 5, and 6 plotted against the reaction barrier (kJ mol-1).

TABLE 9: Free-Energy Profiles (kJ mol-1) for the
Transfer-Hydrogenation Reaction between
1,4-Cyclohexadiene andp-Benzoquinone in Various Solvents

intermediates

solvent TS1 radical ionic products

gas phase 125.6 46.1 523.8 -195.9
heptane 124.6 36.3 308.4 -206.8
ether 118.5 26.8 172.5 -216.7
acetone 117.3 17.6 82.2 -226.8
CH3CN 111.7 16.1 71.2 -228.6

TABLE 10: Selected Interatomic Distances (Å) for TS1 in
the Transfer Hydrogenation between 1,4-Cyclohexadiene and
p-Benzoquinone, Optimized at the UB3-LYP/6-31+G(d,p)
Level in Various Solvents

C‚‚‚H H‚‚‚O C‚‚‚O

gas phase 1.438 1.155 2.580
heptane 1.427 1.163 2.575
ether 1.413 1.175 2.570
acetone 1.406 1.180 2.567
CH3CN 1.403 1.182 2.567
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p-benzoquinone (PBQ) (eq 6), the barriers for the initial
hydrogen transfer to form the intermediates decrease as the
solvent becomes more polar. The range in the barriers is∼25
kJ mol-1. The energies of the intermediates also decrease as
the polarity of the solvent increases. For the radical intermedi-
ates, the energy spans a range of 33 kJ mol-1, while for the
ionic intermediates there is a much wider range of 241 kJ mol-1.

In the gas phase, the energy of the ionic intermediates is much
higher than that for the radical intermediates, and this is
indicative of a radical mechanism. In condensed phases, the
energies of the ionic intermediates remain higher than those
for the radical intermediates only in heptane, while for ether
the energies of the two types of intermediates are comparable,
and in acetone and CH3CN the energies for the ionic intermedi-
ates are substantially lower. This suggests a change in mech-
anism from radical to ionic as the polarity of the solvent
increases.〈S2〉 values for the transition structures in the gas
phase, heptane, ether, acetone, and CH3CN are 0.19, 0.13, 0.05,
0.00, and 0.00, respectively. This also supports a change in
mechanism as the solvent becomes more polar. In the transition
structures for the DHP/PBQ reaction, the C‚‚‚H distance
decreases and the H‚‚‚O distance increases as the polarity of
the solvent increases (Table 12), i.e., the transition structure
becomes earlier as the solvent becomes more polar. For this
reaction, the C‚‚‚H and H‚‚‚O distances span wide ranges of
nearly 0.1 Å.

The Mulliken spin and charge densities for the monohydro-
quinone moiety in the structures along the IRC (from TS1
toward the intermediates) were examined in order to further
elucidate the nature of the reaction in various solvents. Figure
9 shows that in the gas phase, the spin density of the
monohydroquinone fragment increases steadily along the reac-
tion coordinate, while the charge becomes more negative.
However, the change in spin density is more prominent than
the change in charge density, which supports a radical over an
ionic mechanism. Similar trends in spin and charge densities
are observed for the reaction in heptane. However, in this case
the magnitudes of the changes for the two quantities are

comparable, and it is therefore not clear from these trends
whether a radical or an ionic pathway is favored. This is in
contrast to the relative energies for the radical and ionic
intermediates (Table 11), which clearly favor a radical mech-
anism.

The trends for the reaction in ether represent a particularly
interesting case. The spin density increases initially but subse-
quently decreases to zero, while the charge gradually becomes
more negative in a monotonic manner. Thus, in ether it is likely
that an ionic pathway is the more prominent mechanism
compared with a radical pathway. With acetone and CH3CN as
the solvent, the spin density remains zero over the entire reaction
coordinate examined, while the charge becomes more negative,
from -0.40 at the transition structure to-0.80 at the last point
of the IRC. This supports an ionic mechanism in these polar
solvents, and is consistent with the energies for the ionic
intermediates being much lower than those for the radical
intermediates in these solvents (Table 11). Although the
observed trends in spin and charge densities do not lead to a
consistent conclusion about the mechanism for the reaction in
some solvents, a comparison of these trends for a variety of
solvents points toward a change in mechanism with solvent
polarity. This is in accord with the trends in the relative energies
for the two types of intermediates (Table 11).

3.6. Comparison of Reactions 1, 2, 5, and 6.The gas-phase
free-energy profiles for reactions 1 (ACD/AMS), 2 (CHD/DDQ),
5 (CHD/PBQ), and 6 (DHP/PBQ) are shown in Table 13, while
Figure 10 shows a plot of the barrier (at TS1) versus the energies
of the intermediates, both radical and ionic, for these four
reactions. The correlation between the barrier and the energies
of the radical intermediates (via which all four reactions are
indicated to proceed in the gas phase) has anR2 value of 0.95.26

Thus, it seems that, for the initial hydrogen atom-transfer step
for these transfer-hydrogenation reactions, the Bell-Evans-
Polanyi principle27 holds reasonably well.

Table 14 shows the barriers for the four reactions in various
solvents, together with the distance between the donor atom
(XD) and the hydrogen being transferred in TS1 for each
reaction. For all four reactions, the barrier decreases and the

TABLE 11: Free-Energy Profiles (kJ mol-1) for the
Transfer-Hydrogenation Reaction between
1,4-Dihydropyridine and p-Benzoquinone in Various
Solvents

intermediates

solvent TS1 radical ionic products

gas phase 96.3 25.7 365.0 -175.4
heptane 93.2 15.0 145.4 -182.5
ether 90.8 4.8 6.7 -189.9
acetone 77.5 -5.2 -85.4 -197.8
CH3CN 71.6 -6.8 -96.6 -199.1

TABLE 12: Selected Interatomic Distances (Å) for TS1 for
the Transfer Hydrogenation between 1,4-Dihydropyridine
and p-Benzoquinone, Optimized at the UB3-LYP/
6-31+G(d,p) Level in Various Solvents

C‚‚‚H H‚‚‚O C‚‚‚O

gas phase 1.372 1.203 2.558
heptane 1.347 1.224 2.554
ether 1.310 1.266 2.554
acetone 1.293 1.289 2.559
CH3CN 1.289 1.295 2.560

TABLE 13: Free-Energy Profiles (kJ mol-1) for Gas-Phase
Transfer-Hydrogenation Reactions 1 (ACD/AMS), 2 (CHD/
DDQ), 5 (CHD/PBQ), and 6 (DHP/PBQ)

intermediates

reaction TS1 radical ionic products EI - ER

1a 196.6 73.1 564.4 -40.5 +491.3
2b 92.2 16.3 321.1 -247.6 +304.8
5b 125.6 46.1 523.8 -195.9 +477.7
6b 96.3 25.7 365.0 -175.4 +339.3

a 573 K values.b 298 K values.

TABLE 14: Free-Energy Barriers (kJ mol -1) and
Donor-Hydrogen Distances (XD‚‚‚H, Å) in TS1 for
Reactions 1, 2, 5, and 6 in Various Solventsa

barrier XD‚‚‚H (TS1)b

(1) (2) (5) (6) (1) (2) (5) (6)

gas phase 196.6 92.2 125.6 96.3 1.600 1.377 1.438 1.372
heptane 190.1 94.8 124.6 93.2 1.598 1.352 1.427 1.347
ether 185.3 90.1 118.5 90.8 1.596 1.319 1.413 1.310
acetone 188.4 91.2 117.3 77.5 1.595 1.308 1.406 1.293
CH3CN 180.2 85.8 111.7 71.6 1.595 1.305 1.403 1.289

a Reaction 1) ACD/AMS, reaction 2) CHD/DDQ, reaction 5)
CHD/PBQ, and reaction 6) DHP/PBQ.b XD‚‚‚H ) C1‚‚‚H in Table
2 for reaction 1, while XD‚‚‚H ) C‚‚‚H in Table 6 for reaction 2, in
Table 10 for reaction 5, and in Table 11 for reaction 6.
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XD‚‚‚H distance becomes shorter as the polarity of the solvent
increases. Thus, the transition structure becomes earlier as the
barrier decreases. This is consistent with the Hammond postu-
late. The correlation between the barrier and the XD‚‚‚H distance
holds remarkably well for a variety of reactions in a variety of
solvents, as indicated in Figure 11 with a plot of the XD‚‚‚H
distances in TS1 versus the reaction barriers. A separate XD‚‚
‚H/barrier correlation is observed for the gas-phase reactions.

The〈S2〉 values for TS1 of reactions 1, 2, 5, and 6 in various
solvents, and the respective energy differences between the
radical and ionic intermediates (EI - ER), are shown in Table
15. A positiveEI - ER indicates that the radical intermediates
lie lower in energy, and vise versa. The〈S2〉 values for TS1
suggest a radical mechanism for all solvents for reaction 1, and
a change of mechanism from radical to ionic for reactions 2, 5,
and 6. For reactions 1, 2, and 6, theEI - RR values in the various
solvents are consistent with the corresponding〈S2〉 values, but
this is not the case for reaction 5. Based on the trends in charge
and spin densities along the reaction coordinate (Figure 8), we
proposed earlier that radical character might be developed at a
stage of the reaction later than the transition structure.

Reaction 5 (CHD/PBQ) is related both to reaction 2 (CHD/
DDQ) (same hydrogen atom donor) and reaction 6 (DHP/PBQ)
(same hydrogen atom acceptor). The results in Table 15 show
that the ionic intermediates are favored relative to the radical
intermediates for the CHD/DDQ and DHP/PBQ reactions to a
greater extent than for the CHD/PBQ reaction by more than
100 kJ mol-1. For the CHD/DDQ reaction, this can be attributed
to the presence of electron-withdrawing CN and Cl groups on
DDQ that leads to stabilization of the DDQH- intermediate.
For the DHP/PBQ reaction, this is presumably due to the
participation of the nitrogen lone pairs of DHP, which stabilizes
the hydropyridinium cation intermediate.

The barriers and the proposed mechanisms of reactions 1, 2,
5, and 6 in various solvents are summarized in Table 16. While
the barrier decreases as the solvent becomes more polar for all

four reactions, the largest solvent effect occurs for reaction 6.
This is consistent with the mechanism of reaction 6 being ionic
or partly ionic for all condensed-phase reactions. Surprisingly,
the smallest solvent effect occurs for reaction 2, in which an
ionic mechanism is also likely to be the major pathway in the
more polar solvents. The relatively modest change in reaction
barrier as a function of the solvent polarity for reaction 2,
compared with reactions 1 and 5 that are purely radical, is
presumably due to insufficient development of charge separation
in the transition structure.

3.7. Practical Implications. There are a number of experi-
mental techniques that are used to distinguish a radical mech-
anism from an ionic mechanism for a reaction or a series of
similar reactions. For instance, EPR spectroscopy is widely used
for the detection of radicals in a reaction mixture. Likewise,
the presence of strong polar effects (as reflected in the effect
of substituent or solvent) on reaction rate is commonly used to
support an ionic mechanism. The results of the present study
suggest that caution should be exercised in reaching such
conclusions.

Detection of radicals by EPR would normally be taken to
indicate a radical mechanism. However, it cannot rule out a
concurrent ionic mechanism. The use of a radical trap introduces
another layer of complexity. For example, we have found that
in the reaction of acridan with DDQ in the presence of
nitrosobenzene, an ionic mechanism seems to be favored over
a radical mechanism for the initial hydrogen transfer, despite
the detection of radicals by EPR. The apparent contradiction
between theory and experiment can be accounted for by
proposing that the cationic intermediate is trapped by ni-
trosobenzene, and that there is subsequent electron transfer to
give the radical pair.

Detection of a large solvent effect would normally suggest
an ionic mechanism while a small solvent effect might suggest
a non-ionic mechanism. However, as illustrated with the CHD/
DDQ and DHP/PBQ reactions above, the mechanism of a
reaction can change with the solvent. A large solvent effect does
not necessarily indicate an ionic mechanism for all solvents but
does suggest an ionic mechanism for the more polar solvents.
Equally, a small solvent effect may reflect a radical mechanism,
or it may reflect an ionic mechanism in which the major part
of the charge separation occurs after the transition structure, as
illustrated by the CHD/DDQ reaction.

4. Concluding Remarks

A number of important points emerge from the present study.
(1) In the gas phase, all the transfer-hydrogenation reactions

examined are predicted to proceed via a radical pathway. The
energies of the ion pairs are much higher than those of the
radical pairs, and the spin density on the monohydrogenated
acceptor increases substantially as the reaction progresses.

(2) The transition structures optimized in the presence of a
solvent are found in some cases to differ substantially from the
gas-phase geometries. Hence, it is recommended that for
theoretical studies of the condensed-phase chemistry, transition
structures should be optimized with a solvent.

(3) For the evaluation of solvent effects, we find that the
barriers are relatively insensitive to the type of computational
method (HF or B3-LYP) and the type of continuum model (IEF-
PCM or C-PCM) employed. However, we find that the use of
UA0 cavities, in conjunction with UMPWB1K/6-311+G(3df,-
2p)//B3-LYP/6-31+G(d,p) gas-phase energies, gives better
agreement with experimental barriers than those obtained with
UAKS cavities.

TABLE 15: 〈S2〉 Values and the Relative Energies of the
Radical and Ionic Intermediates (ER - EI , kJ mol-1) for
Reactions 1, 2, 5, and 6 in Various Solventsa

〈S2〉 EI - ER

(1) (2) (5) (6) (1) (2) (5) (6)

gas phase 0.18 0.11 0.20 0.19+491.3 +304.8 +477.7 +339.3
heptane 0.18 0.06 0.15 0.13+319.5 +124.5 +272.1 +130.4
ether 0.17 0.00 0.05 0.05+212.6 +17.4 +145.7 +1.9
acetone 0.17 0.00 0.00 0.00+142.4 -48.2 +64.6 -80.2
CH3CN 0.17 0.00 0.00 0.00+134.1 -55.5 +55.1 -89.8

a Reaction 1) ACD/AMS, reaction 2) CHD/DDQ, reaction 5)
CHD/PBQ, and reaction 6) DHP/PBQ.

TABLE 16: Free-Energy Barriers (kJ mol -1) and Proposed
Mechanismsa for Reactions 1, 2, 5, and 6 in Various
Solventsb

barrier mechanismc

(1) (2) (5) (6) (1) (2) (5) (6)

gas phase 196.6 92.2 125.6 96.3 R R R R
heptane 190.1 94.8 124.6 93.2 R R R R/I
ether 185.3 90.1 118.5 90.8 R R/I R R/I
acetone 188.4 91.2 117.3 77.5 R I R I
CH3CN 180.2 85.8 111.7 71.6 R I R I
ranged 16.4 9.0 13.9 24.7

a Based on the relative energies of the radical and ionic intermediate
(Tables 4, 5, 8, and 9) and the spin and charge densities (Figures 2, 4,
8, and 9).b Reaction 1) ACD/AMS, reaction 2) CHD/DDQ, reaction
5 ) CHD/PBQ, and reaction 6) DHP/PBQ.c R ) radical, I) ionic.
d Range) maximum barrier- minimum barrier.
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(4) The use of a more polar solvent generally leads to an
earlier transition structure. Thus, for the reaction X-H + Y f
X• + H-Y•, the breaking X‚‚‚H bond becomes shorter and the
forming H‚‚‚Y bond becomes longer as the polarity of the
solvent increases. In addition, the barrier generally decreases
as the solvent polarity increases. These findings are consistent
with the Hammond postulate.

(5) The geometries of the transition structures for the transfer-
hydrogenation reactions 1, 2, 5, and 6 show a correlation with
the reaction barrier that is in accord with the Hammond
postulate. In particular, the breaking bond distances (XD‚‚‚H)
increase with the barrier in an approximately linear fashion.

(6) We find that the gas-phase barriers show a correlation
with the energies of the radical intermediates. Thus, the barrier
increases in an approximately linear manner as the energy of
the intermediates increases. This is consistent with the Bell-
Evans-Polanyi principle.

7. For some transfer-hydrogenation reactions with a highly
exothermic overall reaction, we find that the second step of the
reaction, namely the hydrogen transfer between the intermediates
to give the final products, is barrierless.

(8) In some cases, the reaction follows a radical mechanism
regardless of the solvent.HoweVer, for some reactions an ionic
mechanism becomes the dominant pathway when the solVent is
sufficiently polar. Reactions of this type generally involve
substrates that can stabilize the cationic or anionic intermediates.
It is of interest to test this scenario experimentally, for example,
by the use of trapping agents that would only react with radicals
or ions but not both.

(9) Our calculations indicate that the detection of radical
adducts by EPR does not necessarily indicate a predominant
radical mechanism. This is because the presence of radicals does
not rule out a concurrent ionic reaction. In addition, ionic
intermediates initially produced from a transfer-hydrogenation
reaction may react with the trapping agent to give an ionic
adduct, which may subsequently be transformed to a lower
energy radical adduct via electron transfer.

(10) For the transfer-hydrogenation reactions examined in the
present study, the reaction mechanism varies with the substrate,
the substituents, and the solvent. Thus, one should be cautious
in utilizing the influence of polar effects on the rate of reaction
as a means of determining the mechanism. One must also bear
in mind that the rate of reaction depends on the transition
structure, which does not necessarily have a strong resemblance
to the intermediates.
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